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ABSTRACT

Understanding the magnetic fields of the Sun is essential for unraveling the underlying mechanisms

driving solar activity. Integrating topological data analysis techniques into these investigations can

provide valuable insights into the intricate structures of magnetic fields, enhancing our comprehension

of solar activity and its implications. In this study, we explore what persistent homology can offer in

the analysis of solar magnetograms, with the objective of introducing a novel tool that will serve as

the foundation for further studies of magnetic structures at the solar surface. By combining various

filtration methods of the persistent homology analysis, we conduct an analysis of solar magnetograms

that captures the broad magnetic scene, involving a mixture of positive and negative polarities. This

analysis is applied to observations of both quiet Sun and active regions, taken with Hinode/SOT and

SDO/HMI, respectively. Our primary focus is on analyzing the properties of the spatial structures

and features of the magnetic fields identified through these techniques. The results show that persis-

tent diagrams can encode the spatial structural complexity of the magnetic flux of active regions by

identifying the isolated, connected, and interacting features. They facilitate the classification of active

regions based on their morphology and the detection and quantification of interacting structures of

opposing polarities, such as δ-spots. The small-scale events in the quiet Sun, such as magnetic flux

cancellation and emergence, are also revealed in persistent diagrams and can be studied by observing

the evolution of the plots and tracking the relevant features.

1. INTRODUCTION

The ability to encode and simplify all information

about the shape and distribution of data has made Topo-

logical Data Analysis (TDA) one of the most relevant

fields in state-of-the-art data analysis. In recent years,

we have witnessed a rise of studies based on TDA tech-

niques in many fields of science, such as biomedicine

(Bendich et al. 2016), atomic physics (Ormrod Morley

et al. 2021), image recognition (Clough et al. 2020) or

cosmology (Green et al. 2019), among many others.

Among the numerous techniques of TDA, persistent

homology is arguably the most widely used approach

for studying real data. By examining the persistence

of topological features, persistent homology can identify

significant structures present at different scales, and at

the same time, its performance is very robust against

noisy and/or incomplete data (Otter et al. 2017). Fur-

thermore, persistent homology provides a straightfor-

ward and intuitive way for the visualization of the re-
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sults. This simplifies the interpretation of the results,

while also serving as a good descriptor of the data’s

topological properties, therefore making it a suitable in-

put for machine learning algorithms.

The application of these techniques in solar observa-

tions presents a promising approach to understanding

the complex structures and dynamics of the Sun’s be-

havior. Specifically, the analysis of the solar magnetic

field using magnetograms is particularly well-suited for

the application of these methodologies, given the intri-

cate and multi-scale nature of the magnetic structures.

Solar magnetograms provide a visual and quantitative

representation of the magnetic field in the photosphere

and are one of the fundamental tools for the study of

our star. The magnetic activity of the Sun is very di-

verse, from the quieter events occurring in the quiet Sun

to the more violent and extreme events like solar flares

and coronal mass ejections (CMEs) in active regions. In

this sense, magnetograms are very useful as they enable

us to study all these events through magnetic field mea-

surements.
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Numerous studies utilize magnetograms to investigate

the behavior of solar magnetic fields. The intricate na-

ture of the magnetic structures has led to the develop-

ment of various techniques, each tailored to focus on

distinct properties of the magnetic field. One of these

techniques is the study of the power spectrum of mag-

netograms through Fourier transforms, as employed in

numerous works: in Abramenko (2005), where they at-

tempt to establish a correlation between the magne-

togram power spectrum and flare production; in Abra-

menko & Yurchyshyn (2020), where they use the mag-

netogram power spectrum to study the quiet-sun tur-

bulence; in Katsukawa & Orozco Suárez (2012), where

they analyzed the power spectrum of different physical

quantities and study their dependence with the total

magnetic flux; or in Danilovic et al. (2016), where they

tried to reproduce the magnetograms power spectrum

through simulations, among other instances.

Different approaches are also common. Some exam-

ples of alternative methodologies can be found in: Abra-

menko & Yurchyshyn (2010), where they study the inter-

mittency and multifractality of the magnetic structures

and their relation with flaring activity; in Georgoulis &

Rust (2007), where they study the magnetic connectiv-

ity to define a criteria for the distinction of flaring and

nonflaring regions; or in Gošić et al. (2014a), where they

analyze long time series of magnetograms with high ca-

dence and spatial resolution to calculate the number of

field appearances and cancellations, as well as their in-

teractions, to determine the net magnetic fluxes on the

Sun’s surface; among many other approaches in the field.

The increasing volume of data generated by modern

instruments highlights the growing importance of data

analysis techniques. Many studies have directed their

efforts towards the development of automatic feature de-

tection and tracking algorithms for solar magnetograms.

Prominent examples of widely employed approaches for

Quiet Sun studies include SWAMIS1 (DeForest et al.

2007), as employed, for example, in Lamb et al. (2013),

where they employ the code to track the magnetic ele-

ments and study the flux dispersal in the Quiet Sun. An-

other example is YAFTA2 (Welsch & Longcope 2003),

employed in Orozco Suárez et al. (2012), where they

track the proper motion of magnetic elements of the

Quiet Sun to study the dynamics of supergranular flows.

Concerning active regions, there have been numerous

works on the matter of classification and detection meth-

ods, from the well-known, and classical approach of the

1 The Southwest Automatic Magnetic Identification Suite
2 Yet Another Feature Tracking Algorithm

Mount-Wilson classification (Hale et al. 1919), to more

recent contributions, such as the SHARP3 tool (Bobra

et al. 2014), that has emerged as one of the most promi-

nent algorithms for this purpose.

Although these studies provide valuable insight into

the processes occurring in the photosphere and the in-

terrelations of the solar magnetic field with other so-

lar phenomena, the underlying governing laws remain

highly complex and challenging to fully ascertain. The

integration of TDA techniques into these analyses has

the potential to offer a previously unexplored perspec-

tive on these phenomena that complements the current

knowledge. Persistent homology algorithms share sim-

ilar methodologies (such as image thresholding) with

other feature detection/tracking codes like SWAMIS or

YAFTA. However, unlike these codes, persistent ho-

mology provides topological information about the de-

tected features and employs it to discern between dif-

ferent types of structures. This includes information on

the connectivity to neighboring features, the shape of

the feature, and the presence or absence of holes in the

magnetic feature. All this information allows persistent

homology to distinguish between different types of mag-

netic features based on their topological properties, and

to identify and track the presence of a particular type of

magnetic structure. In addition, since these algorithms

can identify the pixels that make up each topological fea-

ture, they can be used to outline magnetic elements and

facilitate conventional calculations such as determining

the size or flux of magnetic structures.

In particular, topological techniques can be particu-

larly useful for studies related to solar flares. It is well

known that active regions exhibiting intricate structures

are linked to the occurrence of solar flares. Three critical

factors establish a connection between the characteris-

tics of active regions and flare production: surface area,

magnetic complexity, and rapid temporal evolution (To-

riumi & Wang 2019). While the first factor is straight-

forward to measure (e.g., the sunspot area and total un-

signed magnetic flux), persistent homology techniques

may enable topological quantification of the latter two,

which present greater challenges when utilizing conven-

tional methods. Some studies have already delved into

this concept; for example, in Deshmukh et al. (2023),

they employ a persistent homology analysis to explore

the predictive capabilities of a machine learning model

for the forecasting of solar flares based on the topological

information extracted from solar magnetograms. How-

ever, they did not study the correspondence between

3 Spaceweather HMI Active Region Patch
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the magnetic features and the topological information

extracted from persistent homology, which is the main

focus of this work.

In this study, we describe the most appropriate ap-

proach when employing persistent homology in the spe-

cific case of solar magnetograms to capture the broad

complexity of the spatial structure. We also analyze

the different structures the algorithm can find and show

how to identify specific magnetic field behaviors using

the tools provided by persistent homology, such as per-

sistent diagrams and images. With this work, our ob-

jective is to provide the groundwork for future studies,

enabling them to incorporate these techniques in fields

of solar physics where the characterization of magnetic

field structures is fundamental. In sect. 2 we present the

fundamentals of persistent homology and the interpre-

tation of its results. Section 3 includes a description

of the data used. The application of persistent homol-

ogy and its analysis is discussed in sect. 4. Lastly, we

present some conclusions in section 5.

2. PERSISTENT HOMOLOGY

Persistent homology stands out as a prominent tech-

nique within the topological data analysis toolkit, pri-

marily for its capacity to capture the shape and distri-

bution information of a dataset. The algorithm is rooted

in the mathematical framework of homology groups.

In topology, these groups measure the number of n-

dimensional holes in a data set, or in other words, the

number of connected components for a 0th dimensional

analysis, holes or rings for a 1st dimensional analysis,

spherical voids for the 2nd dimensional analysis, and so

on.

The primary objective of persistent homology is not

only to compute the homology groups of a given dataset

but also to study how they vary at different scales. To

achieve this, the input data undergoes a process of di-

vision into a series of sequential subspaces, with each

subspace encompassing the previous one. This sequen-

tial process, known as filtration, begins with a start-

ing subspace comprising a single point from the origi-

nal dataset. Subsequent subspaces are then constructed

by incrementally adding points to the previous subspace

until the final subspace includes all points of the original

dataset.

After the filtration process is performed, persistent

homology algorithms shift their focus to analyzing the

evolution of topological features across the different sub-

spaces. Specifically, they record the filtration value at

which a new feature appears, meaning that it is absent in

the previous subspace, and when it disappears, meaning

that it is no longer present in the following subspaces.

These two events are known as the birth and death of a

topological feature, respectively.

In a nutshell, the n-dimensional persistent homology

of a dataset with a given filtration can be described as

the aggregation of all n-dimensional features (homology

groups) that were created (birth) and subsequently elim-

inated (death) during the filtration process (Hensel et al.

2021).

When applying persistent homology on a greyscale im-

age, our focus lies in filtering the data according to the

pixel values. Multiple filtering approaches exist, with

the most extended ones being sublevel and superlevel fil-

trations, both based on the concept of thresholding. In

these filtrations, the image is cropped to a specific value,

forming a subspace that includes all pixels with values

higher than this value in a superlevel filtration, or lower

in a sublevel filtration. This cropping value (i.e. the fil-

tration value) is systematically varied from the lowest to

the highest values of the image, or vice versa, thus gen-

erating a different subspace for each value. As a result,

the persistence homology analysis captures and exam-

ines the evolution of topological features across different

thresholds, enabling insights into the image’s structural

properties at various scales (Barnes et al. 2021).

A more formal way of defining these filtrations can

be done by considering an image as a discrete represen-

tation of a function f , defined over a two-dimensional

space X, such that:

f : X −→ R . (1)

Let Sϕ be the subspace of X for a filtration value of ϕ.

In such a case, a filtration can be expressed as:

X : Sϕ0
⊂ Sϕ1

⊂ Sϕ2
⊂ ... ⊂ X . (2)

With this formulation, a topological feature with birth-

death coordinates:

(B,D) = (ϕI , ϕII) , (3)

corresponds to a feature that appears for the first time

during the filtration process at the subspace SϕI
, and

persists until the subspace SϕII
, where it ceases to exist.

In a sublevel filtration, each subspace can be expressed

as:

Sϕ = f−1 ((−∞, ϕ]) , (4)

where ϕ0 is selected as the lowest value for any given

pixel and its value is increased until the subspace in-

cludes all pixels. On the contrary, in a superlevel filtra-

tion, the subspaces can be expressed as:

Sϕ = f−1 ([ϕ,∞)) , (5)
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where ϕ0 is selected as the highest value for any given

pixel and its value is decreased along the filtration.

Various methods exist for representing the informa-

tion derived from a persistent homology analysis, in-

cluding Betti numbers, persistence bars, and persistent

diagrams (PDs) (Cohen-Steiner et al. 2005, Aktas et al.

2019), among many others. For this study, we will utilize

the PDs as our chosen approach due to their straightfor-

ward interpretation and extended use. A n-dimensional

PD is a multiset of Birth-Death pairs, (Bi, Dj), with

multiplicity k, where each pair measures the number

(k) of n-dimensional components that have been born

at the filtration subspace Xi and died in Xj , that is usu-

ally represented in a 2D scatter plot.

The process of generating a PD of a greyscale image

is as follows. We start by selecting the filtration direc-

tion (sublevel or superlevel) and the dimension of the

analysis (either 0 or 1). We initialize a threshold as the

highest or lowest value from the image, depending on

the choice of filtration. We then perform the filtration

by systematically adjusting the threshold and creating

a binary image for each threshold. This process divides

the image into two sets: pixels with values above the

threshold and pixels with values below it. The choice

of filtering determines which of the two sets makes up

the subspace. We then look for the existing topological

features within each of these subdivisions. The specific

process by which these features are identified is detailed

in the next paragraph, where the structures correspond-

ing to both dimensions are illustrated using the exam-

ple shown in Fig. 1. We repeat this process until the

threshold reaches the opposite limit to that from which

it started. Along this process, we follow the appearance,

merging, and disappearance of connected components.

When two components merge, the longer-lived one (i.e.

the first to appear along the filtration process) absorbs

the younger one, thus resulting in the death of the sec-

ond (Edelsbrunner & Harer 2022). We determine the

birth and death for each component based on the thresh-

olds at which these events occur. Finally, we construct

a scatter plot where the horizontal axis represents the

birth values and the vertical axis represents the death

values. Each point on this plot corresponds to a persis-

tence point, whose coordinates reveal the scales at which

the corresponding topological feature is present.

An example of this process with a sublevel filtration

is shown in Fig. 1. Panel a) displays the input data,

panels b), c), d), f), g), and h) show some of the key

steps of the filtration process, and, lastly, panel e) dis-

plays the PD for a 0th and 1st dimensional analyses.

These plots illustrate how connected components and

rings are born and then die as we increase the filtration
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Figure 1. Sublevel filtration of a greyscale image and PDs
of the 0th and 1st dimensions. Panel a) shows the input
data. In panels b), c), d), f), g), and h) different snapshots
of the filtration process are shown. The value of the filtration
parameter, ϕ is shown in the color bar at the right of each
image. Only pixels with a value lower than the filtration
value (colored pixels) belong to the subspace shown in each
snapshot. Different homology groups are represented with
different colors at each snapshot. For connected components
(0th dimensional homology groups) the whole pixel is shown
with the corresponding color. For rings, (1st dimensional
homology groups), only the border of each hole is colored.
In panel e) the PDs of both dimensions are shown. The color
of each point in the diagram is the same as the one used to
plot the corresponding topological feature in other panels.
An animation depicting the whole filtration process is also
provided as part of the article.
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level. As these components (shown in different colors)

increase in size and come into contact with other com-

ponents, one absorbs the other, thus resulting in the

death of the second. This phenomenon is shown in pan-

els b) to d), where we observe the progression of the

components until only the blue and orange connected

components remain. Additionally, the diagrams also re-

veal the appearance of two rings in the data (panels f)

and g)). These rings are found when pixels that do not

belong to the subspace are surrounded by a connected

component, and die when those pixels are included in

the component as the threshold increases (blue ring in

panel f)). Finally, the PD (panel e)) displays the birth

and death values (i.e. the filtration value) of all the fea-

tures, of dimensions 0 and 1, that have been identified

(birth) and subsequently eliminated (death) throughout

the filtration process.

2.1. Persistent images

The PD displayed in Fig. 1 contains only a limited

number of points due to the simplicity of the input im-

age. However, when analyzing real data, these diagrams

can consist of hundreds or even thousands of birth-death

pairs with high multiplicities, simply due to the size of

the images. Additionally, features not only represent-

ing the genuine behavior of the data but also reflecting

the distribution of noise appear on the diagrams. To

address this complexity, several strategies have been de-

veloped to simplify the information from PDs, such as

persistence curves (Chung & Lawson 2022), persistence

landscapes (Bubenik et al. 2015), or persistence images

(PI) (Adams et al. 2017). In this study, we will focus

on the latter, due to its noise filtering capabilities and

because the representation of the results remains in a

Birth-Death diagram, allowing for easy interpretation

of the results, similar to a persistence diagram.

PIs are a condensed form of a persistence diagram, of-

fering a concise and easy-to-understand representation

of its topological features. They capture the spatial dis-

tribution and persistence information of these features,

allowing for the enhancement of the most relevant ones

and filtering of the others. A PI is constructed using

the concept of ‘persistence’. Each topological feature,

represented by a point in a PD, has a persistence, π, of:

π = D −B , (6)

where (B,D) are the corresponding birth-death coordi-

nates in the diagram. A feature with a large persistence

is present at different scales in the data and therefore is

more likely to represent the real behavior of the data.

On the contrary, short-lived features are typically as-

sociated with the noise distribution and usually do not

provide much information about the data.

When constructing a PI, a weighting function, ω(π), is

employed to assign weights to each point in the diagram,

ensuring that longer-lived features have greater weights

than shorter-lived ones. There are multiple choices for

the shape of the weighting function, which are entirely

dependent on the aims of the study and data type. The

simplest example is often a linear or power-law relation

(ω(π) = aπb), where a and b can be tuned to assign

progressively higher weights to higher persistencies, thus

focusing the study on the longer-lived components. On

the other hand, if the objective is to filter out noise while

assigning similar weights to all non-noise points so that

all points have a similar relevance in the analysis, the

chosen function is usually an arc-tangent.

The PI is then generated by dividing the persistence

diagram plane into a grid with a desired resolution.

Within each grid region (or pixel), the weighted features

of the diagram within the region are added up using a

kernel density estimation. The kernel function, K(z),

can be tuned to suit the nature and objectives of the

analysis, with Gaussian functions being the most com-

mon approach.

The resultant PI is a 2D matrix, wherein each pixel

corresponds to a specific area in the persistence dia-

gram, and its value represents the cumulative weight of

the topological features found within that area. In Fig-

ure 2, three examples of PI (panels b), c), and d)) are

presented for the same persistence diagram (panel a)),

where distinct choices of resolution, kernel function, and

weighting function have been applied to each image.

All the PDs, PIs, and the rest of the analysis tools

presented in this work, have been computed using the

Homcloud python package (Obayashi et al. 2022).

3. DATA

In this work, we study the results of applying persis-

tent homology to different regimes of solar activity by

applying the analysis to both quiet Sun and active re-

gion magnetograms.

3.1. Quiet Sun observations

The study of quiet Sun regions requires high mag-

netic spatial and temporal resolutions and sensitivities

to be able to capture the small-scale evolution of the

magnetic structures due to their weak signals and short

time scales (Bellot Rubio & Orozco Suárez 2019). For

this reason, we employ observations taken by the Solar

Optical Telescope (SOT) (Tsuneta et al. 2008) aboard

the Hinode satellite (Kosugi et al. 2007), a space-borne

solar observatory. In particular, we employ observations

from Hinode’s Operation Plan (HOP) 151. These ob-

servations consist of long (≥ 20 h) and mostly uninter-

rupted sequences of measurements of the Narrowband
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Figure 2. Panel a) shows an example of a persistence di-
agram as a 2D histogram. The color of each bin represents
its multiplicity, with the red spots corresponding to higher
values. Panels b), c), and d) show three different examples
of PIs. The three parameters given in the legends of the
PIs are: the standard deviation (σ) of the Gaussian kernel
(K(z)), the weighting function, and the resolution of the im-
age PI in pixels (p).

Filter Imager of the Na I D1 line at 5896 Å taken with

a cadence of 50 − 70 s. The data correction of the se-

lected observation sets has been carried out in Gošić

et al. (2014b).

3.2. Active regions observations

We employ observations of active regions (ARs) taken

by the Helioseismic and Magnetic Imager (HMI; Scher-

rer et al. 2012, Schou et al. 2012) on board the Solar Dy-

namics Observatory (Pesnell et al. 2012). HMI provides

a continuous observation of the Sun where a full-disk

magnetogram, as well as Dopplergrams, are provided at

all times. The full-disk, uninterrupted observations of

HMI make it a very suitable instrument to study the

evolution of active regions as the formation and devel-

opment of active regions can be fully captured.

We focus the analysis on a series of newly-emerging

ARs identified in Toriumi et al. (2014a). In particular,

we employed the 12-minute cadence observations taken

during the period from May 2010 to June 2011, which

corresponded to a period of low solar activity.

4. ANALYSIS AND RESULTS

a)

2000 1000 0 1000 2000
Births [G]

2000

1000

0

1000

2000

D
ea

th
s 

[G
]

b)

-2000 -1000 0 1000 2000
Births [G]

-2000

-1000

0

1000

2000

D
ea

th
s 

[G
]

c)

1500

1000

500

0

500

1000

1500

Fi
el

d 
st

re
ng

th
 [G

]

100

101

102

103

N
um

be
r 

of
 fe

at
ur

es
0.000

0.002

0.004

0.006

0.008

0.010

0.012

In
te

ns
ity

 [a
rb

. u
ni

t]

Figure 3. (a) SDO/HMI magnetogram taken on 2011-02-
13 depicting an active region (NOAA AR 11158). (b) The
corresponding PD combining superlevel and sublevel filtra-
tions. (c) PI generated from the PD in panel b) with the
following configuration: Resolution = 1000 pixels2 (4 G per
pixel), weighting function: ω(π) = arctan(5× 10−8π3) and a
gaussian kernel with σ = 40 G.
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sponding to the topological features found in the different
regions are shown in panels b) to g), with each feature iden-
tified by a ring with the corresponding color.

The application of persistent homology to a specific

dataset can vary depending on the aims of the study.

Different dimensions of the analysis and various types

of filtrations focus on distinct features within the data.

It is crucial to have prior knowledge of the expected

structures and relevant features to be captured in the

analysis in order to determine the appropriate approach.

In this section, we aim to outline the most appropriate

approach for studying the particular case of solar mag-

netograms.

The solar magnetograms employed here represent the

longitudinal component of the magnetic field on the pho-

tosphere and are typically presented as greyscale images,

as shown in Figure 3, panel a). The polarity of the line-

of-sight magnetic field is indicated by the sign of each
pixel, where positive and negative signals correspond to

field lines pointing towards and away from the observer.

Applying a single filtration to a greyscale image only

displays features corresponding to one polarity (positive

or negative) in a PD. However, to conduct a compre-

hensive study of the magnetic field, both polarities are

essential, thus necessitating the use of two separate fil-

trations with different filtration directions.

We determined that a combination of superlevel and

sublevel filtrations with a 1st-dimensional persistent ho-

mology analysis was the most suitable approach for

studying solar magnetograms. This choice is based on

two main reasons. Firstly, the 1st dimensional analysis

allows us to identify the most prominent features in a

PD, which is not the case in the 0th dimensional analysis

where the strongest feature does not appear in the dia-

gram as it never dies (see Fig. 1). Secondly, by combin-

ing superlevel and sublevel filtrations, we can display the

results of both filtrations in a single diagram. Features

corresponding to different filtrations will have persisten-

cies with opposite signs (features found in a superlevel

filtration will be born at higher filtration values than

their death, resulting in a negative lifespan). This en-

ables us to construct a PD in which all features displayed

above the identity line (with positive persistencies) cor-

respond to the sublevel filtration, and those below the

line correspond to the superlevel filtration (see panel b)

in Fig. 3).

The PDs, and consequently the PIs, offer valuable in-

sights into the magnetic structures present in the mag-

netograms. The location of a topological feature on the

diagram is completely determined by the properties of

the corresponding magnetic structure. Specifically, this

position is influenced by factors such as the maximum

intensity of the magnetic field, its proximity to other

magnetic structures, and its geometric shape, includ-

ing the presence of holes or pores within the structure.

These characteristics allow us to partition the diagram

into distinct regions, where topological features within

each region correspond to different types of magnetic

structures.

We distinguished between six distinct regions in the

diagram. Figure 4 illustrates these regions in panel

a) and provides schematic representations of the cor-

responding magnetic structures in panels b) to g). The

regions are as follows: first, topological features located

above the identity line (positive persistencies) with birth

values close to 0 (region I in the diagram). Features

within this region represent isolated magnetic structures

of positive polarity, that is, patches of positive magnetic

flux fully enclosed by an absence of any magnetic field.

The threshold defining what is considered “close to 0”

is determined by the data’s properties. To identify iso-

lated structures, we set the threshold as a function of the

statistical properties of the background signal (i.e. areas

of the magnetogram with little magnetic flux). Specifi-

cally, the limits for this region are set as (−5σbg, 5σbg),

where σbg denotes the standard deviation of the back-

ground signal found in a 15 × 15 pixels box devoid of

strong magnetic structures.

The second region (II in the diagram) comprises fea-

tures above the identity line with positive birth values,

representing connected structures with positive polari-

ties, that is, positive magnetic field structures in contact

with another positive structure but not fully merged.

The third region (region III) contains topological fea-

tures above the identity line with negative birth val-

ues, which corresponds to magnetic structures of neg-

ative polarity exhibiting a ring-like attribute, namely,
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structures with pores or holes. These three regions of

the diagram have counterparts with negative persisten-

cies. Thus, features associated with isolated structures

of negative polarities are found in the region with a birth

value close to 0 but below the identity line (region IV),

features for connected negative structures are also lo-

cated below the line but with negative birth values (re-

gion V). Lastly, features arising from positive magnetic

structures with ring-like attributes are found below the

identity line but with positive birth values (region VI).

4.1. Quiet Sun results

Quiet Sun regions are characterized by the presence

of weak, small-scale magnetic field signals that exhibit

rapid evolution. This rapid evolution leads to a multi-

tude of signals in a single snapshot that evolve quickly

from one frame to another. The small scale and rapid

changes of the processes of the quiet Sun make data

analysis techniques desirable for their study due to the

complexity of such endeavors.

When examining the evolution of signals across the

entire field of view, we observe a dynamic process char-

acterized by numerous regions interacting destructively

while new signals emerge throughout the whole region.

Despite these continuous changes, the overall structure

of the magnetogram appears stable, with consecutive

snapshots exhibiting strikingly similar properties. This

apparent equilibrium state is also evident when studying

the PIs, as consecutive frames show minimal differences

in their representations.

Due to the apparent equilibrium state of the overall

structure of the magnetograms, it is necessary to narrow

down the field to which we apply the analysis. We found

that when the number of signals in the studied region is

lower, we can observe flux cancellation and emergence

events, as well as merging and splitting events, through

the changes induced in the persistence diagram. In can-

cellation events, two regions of magnetic flux with op-

posite polarities interact destructively, nullifying each

other. On the contrary, in flux emergence events, we

observe signals of both polarities suddenly emerge from

a region with little magnetic flux. In splitting and merg-

ing events, only one polarity is involved. Two or more

distinct structures of equal polarity merge together in

merging events, and a single structure is divided into

two or more for splitting events.

In Figure 5, an example of an emergence event is

shown in three snapshots through the magnetograms

(panels e1 to e3) and their corresponding PIs (panels

e4 to e6). When we focus on the second snapshot (panel

e2 and e5), we see that a new positive and isolated fea-

ture (birth ∼ 0) that was not present in the previous

snapshot has appeared in the PI and stands out from

the rest of the signals (highlighted with a pink circle in

both magnetogram and PI), while simultaneously, the

density of negative polarity features also begins to in-

crease. In the last frame, we see that in the case of

positive polarity, the majority of the signal has concen-

trated in a single structure, as shown by the increase of

the death value of the corresponding feature in the PI.

A few connected features are also seen, but these are less

significant. Meanwhile, the negative polarity signal has

been distributed into multiple structures instead of con-

centrating in a single one, as evidenced by the absence

of a prominent feature in the PI and the increased den-

sity of connected features (highlighted with blue circles

both in the PI and the magnetogram).

A very similar analysis can be carried out to analyze

cancellation events. The evolution of the persistence im-

age is very similar to that of the emergence events but in

the opposite direction. Figure 5 also shows an example

of a flux cancellation event through magnetograms (pan-

els c1 to c3) and PIs (panels c4 to c6). In the beginning,

the PI shows the presence of features of opposite polari-

ties. When the corresponding structures approach each

other and begin to interact, the magnetic signal starts

to decrease, which is observed in the PI as a simultane-

ous movement of the features towards the center of the

diagram. This reduction in signal continues until both

features reach the center of the diagram, which corre-

sponds to the moment when they will have completely

canceled each other out (panels c3 and c6).

For the events that only involve one polarity, namely

merging and splitting events, the same behavior is seen

in the PI for positive and negative features, but on their

respective sides of the PI.

An example of a merging event of positive polarity

structures is shown in Fig. 5, in panels m1) to m6).

These events start with multiple isolated, or interacting

structures (as shown in panels m1 and m4), that are

moving towards each other. As the structures cluster,

two movements are seen in the PI: firstly, the features

corresponding to the structures with the weakest field

(red features in panels m2 and m5) move towards the

identity line; and secondly, the feature corresponding to

the main structure (pink feature in panels m2 and m5)

experiences an increase in its absolute death value due to

the increase in magnetic flux coming from the rest of the

structures. When the structures are fully merged, only

a single feature appears in both the magnetogram and

PI (pink feature in panels m3 and m6), in the isolated

region (region I or IV, depending on the polarity).

This process is reversed for splitting events, as shown

in panels s1) to s6) of Fig. 5. We see how an initially
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Figure 5. Examples of flux emergence (left column), flux cancellation (central left column), merging (central right column), and
splitting (right column) events in the quiet sun. The time interval shown in the magnetograms is always with respect to the first
frame (panel a) for emergence and g) for cancellation). The PIs correspond to the magnetogram to their left. The parameters
for their computation are: resolution = 1000 pixels2 (1.6 G per pixel), weighting function: ω(π) = arctan(5 × 10−7π3) and a
Gaussian kernel with σ =16 G.

isolated feature in the PI (blue feature in panels s1 and

s4) evolves into two (or multiple) features. When the

process has started, but the two parts have not yet

completely separated, a second feature appears in the

diagram in the region corresponding to the connected

structures (regions III or V in the diagram), as shown

in panels s2) and s5). As the two structures continue to

separate, this second feature gradually approaches the

region for isolated structures (regions I and IV) as the

magnetic field surrounding it in the magnetogram di-

minishes (panel s5). Eventually, when both structures

are completely separated (i.e. with no signal around

them), they will both appear on the diagram as two iso-

lated features with a lower death value compared to the

initial one (panels s3 and s5). This reduction occurs be-

cause the magnetic flux is distributed between the two

structures.

4.2. Active regions results

In contrast to the quiet Sun, active regions exhibit a

highly complex structure and clear evolution in terms of

the overall structure of the magnetic field signals. This

complexity, where different features are observed at a

wide range of spatial scales, makes these observations

an ideal scenario for the application of persistent ho-

mology algorithms. Persistence diagrams are capable of

capturing the complexity of the structure of the active

regions in a very compact manner, allowing us not only

to differentiate between different types of active regions

but also to detect the formation of interesting structures,

such as δ-spots, structures in which umbrae of opposite

polarities share a common penumbra, which are strongly

associated with flare activity.

4.2.1. Active region classification

It is important to understand which types of magnetic

structures can be identified through persistent homology

and establish the correspondence between these struc-

tures and the position of the corresponding topological

feature in a persistence diagram. To achieve this un-

derstanding, Fig. 6 displays both a magnetogram with

complex morphology (panel b) and its corresponding

persistence diagram (panel a), along with three zoomed-

in regions of the magnetogram (panels c to e). In all

panels, some topological features or their correspond-
ing magnetic structures have been color-coded based on

their types, or equivalently, based on their positions in

the persistence diagram. In the complete magnetogram

(panel b), structures have been marked with a cross, in-

dicating the pixel where the structure died during the

filtration process. Meanwhile, in panels c to e, all pixels

composing each structure have been colored. It is note-

worthy that nearly all pixels appear colored because we

have selected the most significant structures—those with

longer lifetimes (Eqn. (6)). Consequently, these struc-

tures encompass all less significant structures that are

absorbed and incorporated into the former during the

filtration process.

The analysis of the persistence diagram allows us to

deduce several properties of the magnetogram. Firstly,

the persistence diagram provides a rapid assessment of

the intensity of the magnetic flux since the death value
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Figure 6. SDO/HMI magnetogram taken on 2011-02-13 at 06:34 UT depicting an active region (NOAA AR 11158) and the
corresponding persistent diagram (panel a)). Panels c) to e) display a zoomed region of the active region, corresponding to the
labeled region with the same letter in panel b). Features of different types are shown in different colors in the diagram. The
corresponding structures are shown in the same colors in the magnetograms; as colored crosses in panel b) and as a colored
transparent overlay displayed over the whole pixel in panels c) to e) to show the extent of the structure.

of the topological feature coincides with the maximum

flux (in absolute value) within the corresponding struc-

ture. In the case of Figure 6, we observe that several

structures exhibit maximum (absolute) values surpass-

ing 1500 G, with multiple structures falling within the

range of 1000 G to 1500 G.

Secondly, we can infer how the magnetic signals are

distributed by examining the number of isolated and

connected structures in the diagram (structures high-

lighted in blue and red depending on their polarity in

Fig. 6). The complex morphology of the structure dis-

played in the magnetogram is evident in the high num-

ber of connected structures (regions II and V in the dia-

gram) and the absence of prominent isolated structures

(regions I and IV).

Lastly, the presence or absence of ring-like structures

provides insights into how the magnetic structures are

connected. These features can only be found in regions

where connected structures create highly complex mor-

phologies with gaps between them, as illustrated in the

magnified regions of the magnetogram in Figure 6 (pan-

els c to e).

An example of how the three features allow us to clas-

sify ARs depending on their morphologies is shown in

Figure 7, where three different ARs and their corre-

sponding PIs are displayed. Although at first sight, the

PIs appear to be very similar, especially the ones shown

in panels d) and f), upon closer inspection, it is possi-

ble to find the differences when focusing on the three

features mentioned previously. The first AR (panel a)),

also shown in Fig. 6, shows a very complex morphol-

ogy, where the magnetic field of both positive and nega-

tive polarities is distributed in multiple connected struc-

tures. This behavior is displayed in the PI through the

high density in the isolated and connected features in

equal proportions (i.e. with no prominent features) and

with the presence of ring-like features in both polarities.

In contrast, the second AR (panel b) shows a simpler
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magnetic structure with weaker signals. The PI for this

case shows an absence of ring-like features in both po-

larities and a very low density in the regions for con-

nected and isolated features. Lastly, panel c) shows an

AR where the positive magnetic field is concentrated in

one main area whereas the negative polarity magnetic

field shows a fragmented structure. Comparing the cor-

responding PI with that of the initial case (panels f and

d, respectively), a similarity is evident in the region cor-

responding to negative polarities, observed in both the

density of connected components and the presence of

ring-type structures. Nevertheless, when examining the

positive polarity, it becomes evident that, unlike its neg-

ative counterpart, there are only a few prominent iso-

lated structures and a notably low density of connected

structures. Furthermore, this asymmetry between the

positive and negative distributions is underscored by the

absence of ring-like structures in the former.

4.2.2. ‘Interacting’ Diagram

So far, we have shown how persistent homology is ca-

pable of identifying the various morphologies of active

regions and the types of structures that can be identi-

fied through persistent images or diagrams. Neverthe-

less, these structures are either isolated or regions of the

same polarity that interact with each other. Due to the

nature of the filtration process, persistent homology is

unable to detect structures where magnetic fields of op-

posite polarities form a joint structure. However, ARs

where there is a significant interaction between magnetic

fields of opposite polarities are of greater interest due to

their association with flare production.

This issue is illustrated in the analysis carried out in

the previous section of NOAA Active Region 11158 (see

Fig. 6). Although we can capture the complexity of

both positive and negative magnetic structures through

the persistent diagram, the δ-spots present in the cen-

tral region remain unnoticed. However, the large num-

ber of flare events associated with this region includ-

ing an X2.2-class event are thought to be related to the

abundance of these structures (e.g. Sun et al. 2012, To-

riumi et al. 2014b). In this section, we describe a way

to efficiently detect and quantify these structures using

persistence homology, with only a few additional steps

in the analysis.

We start by tracking the position in the magnetogram

where rings are detected. Following this, we modify

the magnetogram by inverting the sign of one polar-

ity, ensuring that all pixels are either negative or posi-

tive. This way, we construct a second ‘magnetogram’ in

which we only have information about the intensity, in

absolute value, of the magnetic field. This allows us to
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Figure 7. SDO/HMI magnetograms of three different ac-
tive regions and their corresponding persistence images. a)
NOAA AR 11158, date: 2011-02-13 at 06:34. b) NOAA
AR 11098, date: 2010-08-12 at 20:58. c) NOAA AR 11072,
date: 2010-05-22 at 20:58. All persistence images have been
generated with the following parameters: Resolution = 1000
pixels2 (4 G), weighting function: ω(π) = arctan(5×10−8π3)
and a gaussian kernel with σ = 40 G.

identify features formed by any combination of signals,

whether they are of the same polarity or opposite. Us-

ing this new magnetogram, we repeat the analysis and

record the positions in the magnetograms at which we

find ring-like features. It is worth noting that in this

analysis, all the rings identified in the initial step, which

were formed by structures of equal polarities, are still

detected, although their position in the persistent dia-

gram may have changed due to the change in polarity,

hence the relevance of tracking the pixel in the magne-

tograms. However, only in this second analysis can we

identify rings formed between opposite polarities. By
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Figure 8. Depiction of the different steps carried out for
the generation of the interaction diagram (panel d)) for a
zoomed-in region of an SDO/HMI magnetogram of NOAA
AR 11158 observed on the 2011-02-13 at 18:34. The crosses
point to the position at which each of the ring-like struc-
tures die, which is always located inside the perimeter of
the hole. Panel a) shows the original magnetogram and the
position where rings of positive and negative polarities are
found. Panel b) shows the magnitude of the field strength
in negative values along with the rings found in this repre-
sentation. Panel c) shows the original magnetogram again,
but now featuring the interaction rings, identified when com-
paring the position of the rings found in the previous steps.
Lastly, panel d) shows the ‘interaction diagram’ generated
using only the interacting ring structures.

selectively considering the ring-like features exclusively

identified in this second analysis, we can effectively iden-

tify and characterize the structures that are formed by

the interaction between different polarities.

Figure 8 depicts an example of the interaction analy-

sis for NOAA AR 11158, which exhibits a strong inter-

action between opposite-polarity fields. Panel a) dis-

plays the magnetogram, indicating also the positions

where ring-like features have been identified for both

positive and negative polarities. Only features with ab-

solute persistencies greater than 5σbg and whose birth

occurs in the range: (5σbg,∞), for positive polarities,

and: (−∞,−5σbg) for negative polarities, have been

recorded. We now repeat the same analysis but using

only the magnitude of the signal. To do this, we in-

vert the positive polarity and, once again, register the

positions of the ring-like features in this new magne-

togram, as shown in panel b). As observed in panel

c), the majority of the interaction rings (i.e. those ex-

clusively identified in the second analysis) are located

in areas characterized by strong interaction, where the

δ-spots were found. In these areas, both polarities in-

teract, resulting in the formation of ring-like structures

comprising positive and negative magnetic fields due to

their close proximity. These areas, such as δ-spots, are

of particular interest, as they typically harbor magnetic

cancellation, reconnection, and flux emergence. How-

ever, some points appear to be situated in uni-polar

fields. These points, despite what may appear at first

sight, are found by this analysis due to a structure that

requires the other polarity to close completely and thus

form a ring. It is noteworthy that the occurrences of

such cases are quite limited when compared to the rings

observed in highly interacting zones. While their pres-

ence does not necessarily indicate intense interaction, it

does imply a certain level of interaction between the two

polarities. These features can be represented in a per-

sistence diagram in an analogous way to the standard

results of a persistent homology analysis. This is what

we have referred to as ‘interacting diagram’ and it is

worth noting that only the magnitude of the birth and

death coordinates are relevant parameters since the sign

will be the one matching the polarity selected at the sec-

ond step. We have chosen to invert the positive polarity

so that these features have positive persistencies, as it

is more common in persistent homology studies. How-

ever, it is important to emphasize that this decision is

completely arbitrary and has no impact on the results

of the analysis.

It is useful to determine the information conveyed by

the interaction diagram regarding the structures them-

selves. By taking into account the position and quantity

of the interaction rings, along with the temporal evolu-
tion of the diagram, we can discern the moment and

location where these highly interacting structures de-

velop. Therefore, interaction diagrams could be a new

tool to identify, through their topological properties, the

strong-gradient polarity inversion lines that characterize

δ-spots. To achieve this, it is necessary to incorporate

into the analysis the temporal evolution of these struc-

tures and study the properties that can be extracted

from the δ-spots through these diagrams, which goes

beyond the scope of this work but represents the next

(necessary) step to asses the predicting capabilities of

persistent homology in the field of solar physics.

5. CONCLUSION

In this study, we investigate the most adequate ap-

proach for the application of persistent homology algo-
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rithms to the analysis of solar magnetograms. By com-

bining different filtrations in a single one-dimensional

persistent homology analysis, we can effectively capture

structures corresponding to both polarities of the mag-

netic field. We have applied this analysis to observations

of the quiet Sun and active regions, taken with both Hin-

ode/SOT and SDO/HMI, respectively. Lastly, we have

analyzed the results and identified the features of the

data that can be found through persistent diagrams and

images, and also show some examples of applications of

the algorithms.

Our proposed approach to persistent homology algo-

rithms involves the integration of sublevel and super-

level filtrations within a single analysis, enabling the

creation of a comprehensive persistence diagram that

encompasses features from both positive and negative

magnetic structures. Through the examination of the

positions of these identified features within the result-

ing persistence diagram, we can discern the diverse mag-

netic features present in the magnetograms. This ap-

proach has demonstrated its efficacy in capturing the in-

tricate complexity of magnetic structures, with a partic-

ular emphasis on active regions. Through this method,

we have achieved successful differentiation between the

various morphologies present in active regions by ana-

lyzing the presence or absence of specific features in the

corresponding persistence images.

On the other hand, the persistent images obtained

from quiet Sun observations exhibit significant similar-

ity to each other. This indicates a lack of overall evolu-

tion in the magnetic structures within these regions. In

quiet Sun areas, small regions of magnetic flux interact

with each other in small-scale events, while the over-

all structure remains relatively static. These small-scale

events become more apparent in persistent images when

the field of view is reduced. These small-scale events,

such as flux emergence or cancellation, can be observed

through persistent images as a joint movement of neg-

ative and positive features. In cancellation events, the

features move toward the center of the image, while in

emergence events, they move away from the center.

Additionally, we have successfully identified interac-

tions between opposite-polarity magnetic fields by de-

tecting ring-like features formed by these two polarities.

To achieve this, we introduced a method for calculat-

ing an ‘interaction diagram’ that selectively displays fea-

tures resulting from the interaction between polarities.

This interaction diagram is generated by comparing the

ring-like features identified in an analysis using only the

absolute value of the signal with those found in the stan-

dard analysis. This approach enables us to detect the

presence of δ-spots and quantify the level of interaction

between polarities, which is one of the critical factors for

the understanding and prediction of flare eruptions.

In conclusion, our application of persistent homology

to solar magnetograms has provided a comprehensive

and insightful framework for studying magnetic struc-

tures on the solar surface. The topological features de-

rived from magnetograms serve as a foundation for clas-

sifying active regions based on their morphology and

level of interaction, as certain topological features may

have inherent connections to solar atmospheric phenom-

ena. For instance, the presence of interaction rings in

active regions might be correlated with flare production,

while the interaction of signals from opposite polarities

observed in a persistent diagram in the quiet Sun could

be linked to small-scale reconnection events or the sepa-

ration of signals associated with flux emergence. The ex-

ploration of these relationships and the assessment of the

presented tools in achieving precise active region classi-

fication and their potential as predictive tools are topics

of our upcoming research. Moreover, we have introduced

new tools, such as the interaction diagram, which facili-

tates the detection and quantification of structures inter-

acting with opposite polarities, like δ-spots, addressing

a crucial aspect of flare prediction. The findings pre-

sented in this article lay a solid foundation for future

studies, emphasizing the potential of persistence images

as valuable inputs for machine learning algorithms and

contributing to advancements in space weather forecast-

ing.

Lastly, it is important to emphasize that in this study

we have focused primarily on static images in order to

provide a solid basis for future investigations. The next

logical step in this study is to complete the analysis of

active regions, which includes examining their tempo-

ral evolution. This approach allows for the simulta-

neous consideration of two key factors in understand-

ing flare eruption processes: morphological complexity,

whose analysis is intrinsic to persistent homology, and

the study of their temporal evolution through the anal-

ysis of the evolution of persistence and interaction dia-

grams.
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